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Hemispherical electron analyzer
Spectrometers widely used at all synchrotron radiation facilities
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Fig. 2. Valence band photoemission spectra of Sr1−xCaxVO3. The h! dependence of
the  spectra at 20 K for x = 0, 0.5 and 1.0 are shown. For each x, the four spectra are
normalized in the region of the LHB near EB = 1.5 eV. When bulk sensitivity increases
from 21.2 to 900 eV, the spectra become rather similar for these three materials [15].

undulator beam lines with (1) high brightness, (2) high resolution
and high stability of h! and (3) tunability of undulator radia-
tion polarization are nowadays available in several synchrotron
radiation facilities all over the world. Soft X-ray photoelectron spec-
troscopy including ARPES [9,19–22] is essentially contributing to
the materials sciences of very many attractive materials under hot
discussions.

3. How is the progress of angle resolved photoelectron
spectroscopy

Angle resolved photoelectron spectroscopy (ARPES) is
extremely useful to study the dispersions of complicated bands and
reveal the Fermi surface (FS) topology of metals. This technique,
first applied to semiconductors and some metals in the h! region
below ∼200 eV, was later extended to the soft X-ray (SX) region
in h! = 200–1000 eV in accordance with the improvement of the
performance of undulator beam lines, photon-monochromators
and electron analyzers [3,23]. Today, ARPES is a standard tech-
nique to study the electronic structure of various materials such
as high Tc superconductors, strongly correlated electron systems,
materials with phase transitions and so on. By utilizing 2D detec-
tors, the detection efficiency is much improved in comparison
with the single-channel detection. The most popular detection
system is a combination of a 2D detector with a hemispherical
deflection analyzer (HDA) as illustrated in Fig. 3 [24], where
simultaneous multi-channel detection is feasible to cover the
wide electron emission angle "|| along the slit direction covering
tens to hundreds of k|| points and the other direction of the 2D
detector corresponding to the different kinetic energy, or EB, of
photoelectrons. Since the narrow width of the entrance slit of the
analyzer limits the detection angle "⊥ perpendicular to the "||
direction, most photoelectrons outside the entrance slit are just
discarded and the detection efficiency becomes much lower than
the angle integrated photoelectron spectroscopy. By rotating the
sample step by step around the direction parallel to the entrance
slit, a wide "⊥ region can be covered. Then 2D EB(kx,ky) can be
derived, in principle. But the step of "⊥ cannot be set to a very
small value because of the low efficiency of detection within a
limited beam time in the synchrotron radiation laboratory and/or

Fig. 3. Typical ARPES instrument by use of a hemispherical electron energy analyzer
and a 2D detector [23,24]. The photoexcited electron in solids has the wave vector k
of  kf|| = ki|| + G|| + q|| and kf⊥ = ki⊥ + G⊥ − q⊥ , where f and i stand for the final and initial
states and G for the reciprocal lattice vector. The q is the wave-vector of the photon.
Only k|| (parallel to the surface) is conserved on the escape of photoelectrons into
the vacuum.

surface degradation. Therefore in most cases, SX-ARPES has been
performed near EF to study the Fermi surface topology and in
wide EB region to study characteristic band dispersions in high
symmetry kx,y planes.

We have so far performed SX-ARPES on such materials as (1)
1D antiferromagnetic insulator SrCuO2 [25], (2) metal-to-insulator
transition (MIT) system V6O13 [25], (3) low Tc triplet superconduc-
tor Sr2RuO4 and paramagnetic metal Sr2−xCaxRuO4 (x = 0.2) [26], (4)
high Tc superconductors La2−xSrxCuO4 [3] and Nd2−xCexCuO4 [27].
In all these cases the measurements were performed on cleaved
surfaces. Then, clearly different results from the low h! ARPES
are observed, confirming the importance of the bulk sensitive SX-
ARPES measurement.

One of the advantage of SX-ARPES is the ability to determine the
kz perpendicular to the cleaved single crystal surface with reason-
able resolution owing to the longer inelastic mean free path (#mp)
of the photoelectrons than the low h! ARPES. In the case of high h!
SX-ARPES, measurements in a high-symmetry EB(kx,y) plane can be
performed at different values of h!. Then a h! dependent periodicity
of band dispersions or the Fermi surface topology is often observed.
By assuming a free electron final state, the inner potential V0 as well
as h! dependence of kz can be accurately determined from these
oscillating behaviors owing to the increased #mp of the photoelec-
trons in high h! SX-ARPES. For a constant h!, kz changes quite a lot
as a function of k|| in the case of low h! ARPES, but the relative vari-
ation of kz becomes reduced in the case of SX-ARPES at high h!. This
is illustrated in Fig. 4 (case of V2O3 cleaved surface), where the inset
shows the cross section of the k space Brillouin zone (BZ) stacking
normal to the cleavage plane. The ordinate corresponds to the kz
and the abscissa corresponds to k||. It is noticed that kz decreases for
larger |k||| as shown by the arcs, since the probed states are located
on a sphere of constant |k| in the reciprocal space. The arc within
two radial straight lines corresponds to the k|| region to be cov-
ered by a long entrance slit (in this case ±6◦) [28]. In order to cover
the full BZ, h! must be tuned to several or many h! values. The h!
tunability by using synchrotron radiation excitation facilitates the
3D-ARPES if enough counting rate is realized against the reduced
photoionization cross sections and reasonable momentum resolu-
tion is realized for kz in addition to kx and ky as addressed again in
Section 7.1.

Hemispherical analysers allow to measure simultaneously kinetic energies and angle of emission
thanks to a 2D detector

Excellent compromise between resolution and transmission thanks to modern electrostatic lens. 

! Angle Resolved PhotoElectron Spectroscopy (ARPES)



Absorption spectrum below the ionization threshold
Below the ionization threshold, electronic transitions corresponding to the promotion of an 
electron from an inner shell electron toward an unoccupied orbital are occuring. 

Lifetime of the core-hole: 1 femtosecond

Comparison of 1s! np Rydberg series for helium and argon converging to the ionization
threshold as a fun ction of term values (excitation energy – IP (eV)). Dash lines for argon 
indicate the Lorentzian lifetime broadening. 



Inner shell excitation produces an unstable intermediate state. At infinite resolution, the FWHM 
G is due to the lifetime (t) broadening of the intermediate state following the Heisenberg 
uncertainty principle G.t = h/2p. 

h/2p = 6.6 . 10-16 eV.s
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FWHM = 2a

Absorption spectra are systematically broadened by the bandwidth of the monochromator
(Gaussian) and by the lifetime broadening. 



XPS X-ray Photoelectron Spectroscopy, also called
ESCA Electron Spectroscopy for Chemical Analysis

Energy Conservation

hn = KE + BE + FA

hn: photon energy
KE: Kinetic Energy
BE: Binding Energy
FA: Work Function

No work function in gas phase ! 



Deeper Core Level

= EFermi

hn = KE + BE + FA



X-ray Photoelectron Spectroscopy: Sampling Depth

Ionization of an Atom in a solid
Inelastic Mean Free Path: IMFP (universal curve)

IS

I0

IS = I0e-d/l

d

At 50 eV of kinetic energy, XPS only sensitive to the surface (few nm)

At high kinetic energies (HAXPES), bulk sensitivity.

HAXPES
HArd X-ray PhotoElectron Spectroscopy
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oxidation states is shown for two crystallographic orien-
tations of the substrate. All three intermediate-oxidation
states are present for Si(111) as well as for Si(100), but
their intensity ratios are different. On Si(100) the Si'+,
Si +, and Si + states appear in roughly equal proportion,
on Si(111) the Si + state is suppressed. This crystallo-
graphic trend can be explained by the bond topology of
the truncated bulk structure. A Si(111)surface can have
two types of crystallographic planes with one and three
broken bonds per atom, respectively, which give rise to
Si'+ and Si + when saturated by oxygen. The Si(100)
surface has two broken bonds per atom, which give rise
to Si +. The coexistence of all three oxidation states on
Si(100) clearly indicates deviations from the ideal, atomi-
cally abrupt interface.
In order to pin down the structure of the interface it is

helpful to obtain a clue about the depth distribution of
various oxidation states. This can be done by changing
the escape depth, either by changing the take-off angle of
the photoelectrons (see Refs. 30, 31, 35, and 36} or by
varying the photon energy (see Fig. 6; compare also Refs.
28 and 32). At a photon energy hv=130 eV the outer
portion of the interface is enhanced due to the small es-
cape depth, whereas at h v=400 eV it is given the same
weight as the deeper regions of the interface. A least-
squares fit to the data (see Table III) shows that, indeed,
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ide on Si(111). At h v= 130 eV there is a minimum in the escape
depth as evidenced by the maximum in the Si02/Si intensity ra-
tio. The Si'+ contribution is enhanced at this photon energy
relative to Si'+ and Si +. The enhancement is partly due to the
fact that Si'+ is closer to the surface and partly due to a cross
section resonance of Si + at this photon energy.

the Si + intensity increases significantly relative to Si +
and Si'+ at hv=130 eV. Therefore, one would want to
conclude that the Si + atoms must be located farther out
than Si + and Si'+, as expected from the kinetics of the
oxidation process. However, the enhancement of Si + at
h v= 130 eV is largely caused by a cross-section resonance
(see Sec. III). After dividing the intensities by the cross-
section factors given in Table II one obtains relative in-
tensities of I + I + I'+=0.36:0.24:0.40 at hv=130 eV
for Si(ill). This is already very close to the ratios
I +:I +:I +=0.33:0.29:0.38 at h v=4QQ eV where cross
section and escape depth effects are absent. Therefore, it
is difficult to extract quantitative depth information. Re-
cent depth-profiling work uses angle-dependent XPS
data, which are transformed into a depth distribution by
an inverse Laplace transform. Si + is found to be 6-10
A farther away from the interface than Si +, somewhat
more than expected from our structural models. We note
that previous depth-profiling work gives information
about a larger length scale. A small concentration of
Si + (a few percent) is found to be distributed over a
depth of 30 A or more inside the Si02 film.

VI. INTERFACE STRUCTURE

A coarse look at the distribution of oxidation states
gives two qualitative results about the structure of the in-
terface. (i) The interface is not ideal, as evidenced by the
coexistence of all three intermediate-oxidation states
Si'+,Si +,Si +. With a truncated bulk structure one
would obtain only Si + for Si(100), and Si'+ or Si + for
Si(111}.(ii) However, there is a remnant of the crystallo-
graphic dependence expected from a truncated bulk
structure. Can these findings be made consistent? In or-
der to come up with sensible models we have to consider
the possible driving forces for the interface structure. A
critical boundary condition is the density mismatch be-
tween Sion and Si. The Si02 lattice has a density of Si
atoms that is 2.2 times lower than that in Si. Conse-
quently, a Si02 surface has only half as many open bonds
as a Si surface. In the following we will discuss how this
difFerence can be accommodated.
First, the Si02/Si(100) interface is considered. The

truncated bulk structure can be connected to an amor-
phous Si02 network as shown by Pantelides et al. Such
a model has a full monolayer of Si atoms in the 2 + oxi-
dation state. An epitaxial model by Herman et al. (Fig.
7) has the density difference between Si02 and Si built in.
This model uses a diamondlike structure of Si02, which is
obtained by straightening the Si—0—Si bonds in the P-
cristobalite structure. The bond-length ratio between
Si—0—Si and Si—Si is close to &2. Therefore, an epit-
axial (&2X+2)R45 structure can be constructed on
Si(100). In this case, the bond density across the interface
changes by a factor of 2. As shown in Fig. 7, only half of
the atoms at the Si(100}surface are connected to oxygen
in Si02. To absorb the remaining broken bonds one has
to introduce impurities such as H, F, and OH at the in-
terface. This situation may exist in high-temperature
steam oxidation or in wet chemical oxidation. Alterna-
tively, oxygen atoms may form double bonds with the

Core level X-ray Photoelectron Spectroscopy, Depth profiling

By varying the photon energy and thus photoelectron kinetic energies

Study of the microscopic structure of SiO2/Si interface 
(14 Å of oxide on Si(111)). 

Himpsel, Phys. Rev. B 38 6084 (1988)

! HArd X-ray PhotoElectron Spectroscopy (HAXPES) 
to probe the bulk or buried interfaces overall few tens 
of nm is becoming a routine technic.



Core level X-ray Photoelectron Spectroscopy, Chemical Aspects

ESCA Electron Spectroscopy for Chemical Analysis
Physics Nobel Prize 1981 : Kai SIEGBAHN

Chemical shift: change in binding energy between
2 chemical forms of the same atomic species

! Applications: Provides informations on chemical environment, functional
groups, oxydation states, distinguish isolated Atoms and in clusters, between
bulk and surface Atoms…



X-ray Photoelectron Spectroscopy: from UHV to NAP (Near Ambient Pressure)

XPS is usually performed in Ultra High Vacuum (10-9 mbar) in order to:

- minimize photoelectron attenuation in their way up to the detector
- minimize sample contamination
- preserve electron detector
- increase photon mean free path 

But it can be interesting to measure surfaces in realistic conditions:
- study of gas-solid interfaces: heterogenous catalysis, corrosion, oxidation
- study of gas-liquids interfaces: surfaces wetting, electrochemistry, hydrated 

molecules, liquids in equilibrium with their vapor pressure

! Near Ambient Pressure (NAP) Photoemission



H. Bluhm, Journal of Electron Spectroscopy and related Phenomena 177 71 (2010)

Successive differential pumping
stages combined with
electromagnetic lens system

Technic available in most of the Synchrotron Radiation facilities

X-ray Photoelectron Spectroscopy: from UHV to NAP (Near Ambient Pressure)



Liquid jet photoemission

example, a 0.01 mol/L aqueous solution of NaCl has a
conductivity of σ ) 1.1 × 10-2 Ω-1 cm-1.120,130 The
resistance of an aqueous-solution 6 µm diameter jet filament
of l ) 1 mm length with a cross section A ) 0.5 × 10-6
cm2 is thus R ) l/Aσ ) 4.5 M Ω. For the considered case of
a 6 µm jet irradiated by 1012 extreme ultraviolet (EUV)
photons per second, this will cause an increase of the liquid-
jet surface potential of U) IR) 0.76 V by the photoelectron
emission. The onset of surface charging can be observed
easily in the photoelectron spectra as a shift of the liquid-
water valence photoelectron peaks with respect to the
simultaneously present vapor-phase water photoelectron
peaks. Then, three different strategies are available for
controlling the influence of charging during experiments: (1)
keeping the synchrotron radiation flux stable and measuring
the photoelectron spectra at a constant, charging-induced,
but known energy offset; (2) adding salt to the aqueous
solution to increase the electrical conductivity of the liquid
jet; and (3) reducing the radiation intensity until the radiation-
induced electrical charging of the liquid jet is reduced to an
insignificant level.
In the literature, the magnitude of the intrinsic surface

potential of the water-air interface has been discussed
extensively.7,239,265 Nevertheless, its accurate value has
remained controversial. Davies and Rideal recommended a
most likely value of Ψes ≈ -0.1 to -0.2 V for the free
surface potential of neat liquid water. With the streaming-
jet method employed here, in the PE experiments, the
presence of a water surface potential ψes is equivalent to a
nonvanishing electrostatic linear charge on the liquid-jet axis.
Using the voltage current relation of eq 4.10, the value of
the surface potential can be easily obtained by the consider-
ably simpler and accurate measurements of the current
transported by the streaming liquid beam.252,266 Through this
alternative technique of liquid-jet current measurements,
which does not require reference to electrode metal work
functions and electrical contact potentials at the liquid-beam-
forming nozzle walls, the external vapor-liquid and vacuum-
liquid surface potential of neat water jets is ensured to be
smaller than 10 meV.

5. Photoemission from the Liquid Microjet with
Synchrotron Radiation
Photoemission from liquid water and aqueous solution is

still a young emergent field of research, with only a handfull
of papers published to date. In the following section, we
present an overview of our recent PE studies which were
performed using high-brilliance synchrotron radiation. The
photoemission measurements described here, using extreme
ultraviolet (EUV) light, were conducted at the MBI undulator
beamline (U125) at the third-generation synchrotron radiation
facility BESSY, Berlin, Germany. This beamline provided
photon energies up to 120 eV, with about 4 × 1012/s per 0.1
A ring current photon flux, and energy resolution better 6000.
Usually, lower resolution of about 100 meV was used,
though, in favor of increased photoemission signal. This is
fully sufficient given that the peak widths of liquid features
are typically >0.5 eV. The sampling time of a typical
spectrum was about 30 min.
For all present experiments, the synchrotron light inter-

sected the laminar liquid jet at normal incidence with respect
to the liquid-jet flow direction, and electron detection was
normal to both the jet direction and the light polarization
vector (Figure 18). Angular dependences of photoelectron

emission cross sections could not be studied in the given
experimental setup. The focal size of the synchrotron light,
about 250 µm horizontal and 120 µm vertical, was much
larger than the jet diameter. Photoelectrons must pass through
a 100-µm orifice that separates the jet main chamber (10-5
mbar) from the electron detection chamber (10-9 mbar). The
latter houses a hemispherical electron energy analyzer,
equipped with a single electron multiplier detector (which
was recently replaced by a multichannel detector). This
chamber is pumped by two turbomolecular pumps. The
working pressure in the jet chamber, 10-5 mbar, is maintained
using a set of liquid-nitrogen cold traps, in addition to a 1500
L/s turbomolecular pump. A differential pumping stage
connects the liquid-jet main chamber and the end chamber
of the beamline (10-9 mbar), housing the refocusing mirrors.
Helmholtz coils were used to compensate for the Earth’s
magnetic field. For the PE experiments, salt solutions were
made using highly demineralized water (conductivity ca. 0.2
µS/cm), and the salts were of the highest purity commercially
available (Aldrich).

5.1. Liquid Water
5.1.1. Reference Energy and General Considerations
Typical PE spectra of pure liquid water as a function of

photon energy, 80, 100, and 120 eV, are shown in Figure
19. The spectra are vertically displaced relative to each other,
with the intensities normalized to the height of the 1b1
(liquid) peak. The amount of gas-phase water (subscript g)
signal observed in the spectra, resulting from evaporation
from the liquid surface, depends on the focal size of the
synchrotron light. Importantly, the peak position and narrow
width of the 1b1g feature are the same for sampling from
different locations. Hence, gas-phase and liquid-phase signals
must originate from identical potentials. Experimentally, this
was confirmed by moving the liquid jet off sight from the
spectrometer detection axis until all of the signal contribution
from liquid water was below the detection limit. Then, the
experimental energies of the liquid can be safely referenced
with respect to the precisely known 1b1g gas-phase energy,
which serves to define the absolute calibration of the binding
energy axis in Figure 19. The rich structure in the 10-40
eV binding energy region arises from the four valence
molecular orbitals of the water molecule that have C2V
symmetry: (1a1)2(2a1)2(1b2)2(3a1)2(1b1)2 electronic ground-

Figure 18. Experimental setup of the liquid microjet photoemission
experiment. Polarization vector of the synchrotron light E is
perpendicular to the direction of electron detection and parallel to
the direction of jet propagation. Photoelectrons pass through the
skimmer, acting as differential pump, at the entrance of a
hemispherical electron energy analyzer. The pressure in the
interaction chamber is∼10-5 mbar, and the jet velocity is 120 ms-1.

1196 Chemical Reviews, 2006, Vol. 106, No. 4 Winter and Faubel

B. Winter and M. Faubel, Chemical Reviews 106 1176 (2006) 

The pressure in the interaction chamber is ∼10-5 mbar, and the 
jet velocity is 120 ms-1

Photoemission from liquid aqueous solutions

Dissolved salts, molecules, influence of PH…



Inner shell photoionization

Photoionisation

If the photon energy is high enough, an inner shell electron is ejected into the 
continuum leaving a singly charged ion highly excited. 

Ec = hn – Eb - Fa

Binding Energy
Work function



Auger effect

Innershell relaxation: the Auger effect

Due to the Coulomb interaction between the 
inner shell and outer shell electron: the core
hole is filled and an outer shell electron (Auger 
electron) is ejected into the continuum leaving
a doubly charged ion. 
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Photoionisation and Auger effect are sequential processes



Photoelectron ~2eV
2+

Auger ~ 2600 eV

+

Possible post-collision interactions:

Ion/photoelectron
Ion/Auger

Photoelectron/Auger

POSTCOLLISION INTERACTION MECHANISM
Argon 1s photoionization: ħw = IP + 2 eV



Ultrafast dynamics in postcollision interaction after multiple Auger decays in Argon 1s photoionization

Post Collision Interaction ! Dynamics of the intermediate states

Lifetime!

Semi-classical calculations by Sergei Sheinerman:
• Negligible interaction between Auger and photoelectron
• Coulomb interaction between ion and photoelectron
• Photoelectron has no effect on the ion decay
• Sudden Auger emission and change of ionic charge
• Classical, linear electron trajectories

The PCI shift

1τΓ -=

R. Guillemin et al., Phys. Rev. Lett. 109, 013001 (2012)



Ultrafast fragmentation: Fragmentation faster than the core-hole lifetime

HBr Molecule HBr
excited around the 
Br 3d level

Off resonance
photoelectron spectrum

Electron spectrum measured on 
top of the resonance

P. Morin et I. Nenner, Phys. Rev. Lett. 56, (1986) 1913

3d core-hole lifetime: 7 femtoseconds



Schematic representation of ultrafast
fragmentation of core excited O2 molecule Spectre Auger résonant mesuré sur la 

résonance O1s-->s* pour deux 
orientations de l'analyseur d'électron par 
rapport au vecteur polarisation

Doppler broadening observed on 01s core excited O2 molecule

Björneholm et al., Phys. Rev. Lett. 84, (2000) 2826



ephotoelectron
hn

Photoelectron 
Emission

hn>Eionisation

Recoil effects
High KE photoelectron (HAXPES)

High kinetic energy of the photoelectron ! translational recoil
Photoelectron emitted along the molecular axis ! vibrational recoil
Photoelectron emitted perpendicular to the molecular axis ! rotational recoil



Atomic Auger Doppler effects on emission of fast photoelectrons:
Ne as showcase

It is a standard assumption that as a first approximation the
kinetic energy of electrons emitted during Auger decay
depends on the energy difference between the electronic levels

involved in the relaxation process, but does not correlate with the
photon energy inducing the primary photoionization process.
Furthermore, the Auger peak shape and fine structure are also
assumed in general to be independent of the primary photon
energy. However, there are some effects that can cause detectable
changes in the Auger kinetic energy and/or peak shape in specific
photon energy ranges. The most well-known example is the post-
collision interaction (PCI) effect, which enhances the Auger
electron kinetic energy and causes asymmetry of the Auger peak
shape when the photon energy is only slightly above the
ionization threshold. As the photon energy further increases,
the Auger peak reaches the asymptotic energy and gains a
symmetric shape (see for example refs 1–5). In rare cases, there
are some specific photon energies where an overlap with other
structures of different origin (see for example ref. 6), or the
interaction with continuum resonances modify the vibrational
distribution of the photoelectron line (see for example ref. 7) can
be observed. Finally, in molecules with inversion symmetry
Cohen-Fano oscillations cause photon-energy-dependent Auger
spectra8.

In the photoionization process, the outgoing electron carries a
momentum that is identical but opposite to the momentum of the
remaining atom, molecule or solid. However, because of energy
and momentum conservation, in molecules and solids the recoil
energy can also be stored in the vibrational or rotational degrees
of freedom, or in the recoil of the entire solid. For molecules, such
recoil effects have been described for the first time in the
pioneering work by Domcke and Cederbaum9. They are,
however, rather weak in the soft X-ray regime up to about
1 keV in energy and have been observed only in recent years in
photoelectron spectra: the first observation of vibrational recoil
was observed by Kukk et al.10 in the methane molecule. Later on,
this effect was more clearly observed in the tetrafluoro methane
molecule CF4 (ref. 11). Another manifestation of vibrational
recoil was observed in Ne dimers, and it was shown that a
significant modification of the nuclear dynamics accompanying
interatomic Coulomb decay is induced by the recoil momentum
imparted on the nuclei by fast photo- and Auger electrons12.
Some years later rotational recoil was also observed13. Using hard
X-rays of several keV in energy, the recoil effect was also observed
in the valence14 and core ionization15 of solids. Another reported
observation of Doppler phenomenon in electron emission is the
rotational Doppler effect, where the rotational motion of an
object affects the energy of emitted radiation. Rotational Doppler
broadening has been theoretically predicted16 and observed in
high-resolution photoelectron spectroscopy17. We here
demonstrate that Doppler effects in high-energy photoemission
at energies well away from any resonances can significantly affect
Auger emission. In particular, we report a phenomenon showing
a marked variation in Auger lineshape, depending on the
direction with respect to the detector, which we interpret as a
manifestation of the Doppler effect due to ion recoil after
emission of an energetic photoelectron.

Results
Experimentally observed Ne Auger lines. The heart of our
observations is an unprecedented change in Auger emission fol-
lowing 1s photoionization of neon, which we attribute to the
recoil of the ion induced by the emission of an energetic photo-
electron. More in detail, when the photoelectron is emitted from
the Ne 1s shell, with high enough kinetic energy, the recoil ‘kick’
imparted to the ion pushes it mainly in two opposite directions

because the differential photoelectric cross-section of the 1s
photoelectron results via dipole selection rules in a p-wave that is
oriented along the electric-field vector (E vector of the incoming
radiation, assuming linear polarization). Thus, the photoelectron
is emitted preferentially along these two p-lobes, 180 degrees
apart. Another way of saying this is that the dipole asymmetry
parameter is 2 (ref. 18). The Auger electrons that are emitted
following the 1s ionization therefore take off from recoiling ions
that are statistically moving in opposite directions. In our system,
the Auger electrons are collected from ions travelling towards the
detector or away from it. This is the origin of a Doppler shift that
we observe as a gradual broadening and doubling of the Auger
spectral features. A pictorial representation of the phenomenon is
shown in Fig. 1.

The observed splitting into two components is similar to that
predicted by Gavrilyuk et al.19 theoretically for fluorescence
spectra. In the present case, the Ne Auger final state after the
photoionization of a 1s electron is reached by the emission of two
2p electrons. The remaining doubly charged neon ion posses a
total spin of zero and an angular momentum of two; in atomic
physics, this situation is also descirbed with a so-called 1D2
symmetry. The experimentally observed photon-energy
dependence of the Ne 1s! 1-2p! 2(1D2) line is simulated with
a simple model providing a very good agreement with the
experiment, see Methods. In addition, we show that this effect
opens the opportunity to measure for photon energies in the keV
regime the electron angular distribution including non-dipole
effects.

Figure 2 shows the Ne 1s! 1-2p! 2(1D2) Auger transition at a
kinetic energy of 804.30 eV (ref. 20) measured following Q2Ne 1s! 1

photoionization with kinetic energies of the photoelectron
between 3 keV and 12.63 keV. We have selected this Auger

Photoelectron

Kinetic energy

Auger electron

Ne+

Auger electron

Ne+

hvin

Auger

Electron lens

Recoil Ne+

E

VNuc.

VAuger

VPhotoelecton

θ

α
Electron lens

E

Figure 1 | Schematic diagram of the physical phenomenon and of the
experimental set-up. The polarization vector E of the incoming synchrotron
radiation light is along the detection axis. The lengths of the velocity
vectors v do not indicate realistic ratios of the velocities.
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transition only because the corresponding peak is intense and
well separated, but our observations hold for the entire Auger
spectrum. Clearly, the lineshape broadens with increasing kinetic
energy of the photoelectron, finally resulting in a double peak at
high energies. None of the previously mentioned explanations for
a photon energy dependence in Auger spectra explains our
results, since we are very far above the photoionization threshold
and no continuum or discrete resonances play a role. Instead,
we propose a mechanism based on the kinematics of the
photoelectron and subsequent Auger decay. The essence of the
phenomenon is the following: the incoming photons ionize
the Ne 1s electrons (ionization potential 870.17 eV (ref. 21). The
photoelectrons are ejected in two cones around the E vectors
showing the p-wave cos2 angular distribution, since the initial
state is a 1s orbital with b¼ 2. The ions left behind recoil in two
opposite directions and must show a velocity that, because of
momentum conservation, depends on the kinetic energy of the
ejected photoelectrons (see Fig. 1). Our detection system is fixed
at a position with the main axis parallel to the E vector and
collects Auger electrons emitted from ions travelling towards or
away from the detector resulting in blue- and red-shifted kinetic
energies, respectively. The energy difference between the red- and
blue-shifted components depends on the ion recoil, since the
Auger kinetic energy is constant in the atomic frame. The recoil
energy increases with the photon energy and leads to the
broadening and eventual splitting of the Auger spectral line. This
effect is simulated by a simple model; its result is indicated with
the red solid lines in Fig. 2.

The simulations are performed with b¼ 2 due to the 1s
ionization and describe an inhomogeneous broadening effect.
Because of this, the results have to be convoluted with a
Lorentzian of 250meV (FWHM) for the lifetime broadening of
the Ne 1s level22. To simulate the exact lineshape of the Auger
transition, the result has to be convoluted with a Gaussian of
100meV (FWHM) to take into account the present experimental

resolution. The good agreement of the simulation with the
experimental results demonstrates the quality of the presented
model.

The Doppler effect in electron emission has been previously
observed in the special case of ultrafast fragmentation following
core excitation in isolated molecules23–25. However, the origin of
such Doppler splitting is different from the present case, since it
originates from the kinetic energy released by ultrafast
dissociation. In more detail, a strongly dissociative potential
energy curve of a light molecule may lead to dissociation before
the Auger decay and to high kinetic energies of the atomic
fragments. If the geometry of the experiments allows selecting one
particular direction of fragmentation, then the velocity of these
core-excited fragments is either added to or subtracted from the
velocity of the emitted resonant Auger electron, resulting in
splitting of the Auger lines23–25. Such an observation is therefore
restricted to ultrafast dissociation of molecules and is not related
to the effect we have seen.

The Doppler splitting we observe in the Auger electron
emission is simply the effect of the velocity of the emitted
photoelectrons, if such velocity can be rendered high enough. Our
observation is general and not limited to a particular aspect of
photoemission dynamics.

Simulated Ne and Ar Auger lineshapes. One application of this
atomic Auger Doppler effect is the determination of unknown
angular distributions for high-energy photoelectrons. Because of
the difficulty to detect such electrons, these angular distributions
are rarely measured at energies high above threshold (see for
example, Ne 2p up to 1,200 eV above threshold26). At these high
energies, non-dipole effects are expected to occur. One has to
distinguish between first-order non-dipole effects that cause a
forward/backward asymmetry in the angular distribution27,28 and
second-order non-dipole effects that influence also the plane
perpendicular to the propagation direction of the light18; note
that this plane is traditionally referred to as the dipole plane.

We first discuss the influence of the second-order non-dipole
effects, since they are expected to contribute in the present
detection plane. The results for the simulation of the Ne 1s" 1-
2p" 2(1D2) Auger decay subsequent to photoionization with
50.87 keV photons for both, a detection direction parallel (0!) and
perpendicular (90!) to the polarization direction are presented in
Fig. 3a. The black lines show simulations based on the dipole
approximation with b¼ 2 and the red lines by taking the second-
order non-dipole effects into account; for details of the non-
dipole simulations and the second-order non-dipole parameters
Db, l, m and n relevant in this context, see Equations 6 and 7 in
Methods for the definition of the non-dipole parameters. The
latter simulations are based on a linear extrapolation of the
second-order non-dipole parameters calculated by Derevianko
et al.18 and show in the 0! spectrum a clear influence.

As a second example, we simulated the Ar 2p" 1-3p" 2 Auger
transitions subsequent to a photoionization with 100 keV
photons. In this case not only the second-order non-dipole
parameters Db, l, m and n but also the dipole parameter b is
unknown. Therefore, we simulated in a first step in the dipole
approximation the lineshapes as a function of b; the results are
displayed by the black lines in Fig. 3b. For the simulations, a
lifetime broadening of 115meV (FWHM)22 and an experimental
resolution of 50meV (FWHM) was assumed. In a second step,
the simulations were performed by using a linear extrapolation of
the second-order non-dipole parameters calculated in ref. 18, see
red lines in Fig. 3b. Note that for these simulations b stands for
bþDb, since one cannot distinguish experimentally between
these two quantities. Furthermore, the simulations are limited to
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Figure 2 | The Ne 1s" 1-2p" 2(1D2) Auger transition. The spectra show
the results measured subsequent to photoionization with different
kinetic energies of the photoelectron between 3 keV and 12.63 keV. The
solid line through the data points is a simulation based on a simple model
described in the text.
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Vibrational recoil of the CF4 molecule

resolution combined with Doppler broadening in the high-
energy spectra [Figs. 1(b)–1(e)] is larger than the vibrational
frequency of the asymmetric stretching mode (about
170 meV) [2], and thus the individual vibrational peaks
cannot be directly resolved. Therefore, a least-squares curve-
fitting analysis of the vibrational envelope was carried out, as
described in detail in Supplemental Material [21].
The analysis shows that a satisfactory representation of

vibrational recoil excitations in CF4 can been made using a
simple-to-apply Poisson distribution approach. Figure 1
shows the fitted envelopes obtained from a single Poisson
progression model. The figure also shows the peak positions
and intensities for the single normal mode—the asymmetric
stretch—used for fitting. The vibrational frequency obtained
from the fit was 167(4) meV, in good agreement with the
previously reported experimental value of 169(1) eV [2].
The spectra in Fig. 1 represent the first observed case

where the entire vibrational profile of a free molecule is
due to strong photoelectron recoil effects, causing major
changes in the spectral shape and a large shift in its center-
of-mass position, rather than relatively subtle modifications
observed in earlier studies at lower energies [1,2]. Also, the
Poisson fitting procedure allows one to accurately deter-
mine the energy of the ν ¼ 0 vibrational peak and use CF4
as a calibrant for other samples.

Recoil-induced vibrational excitations in the CO mol-
ecule have been recently analyzed in the energy range up
to 7 keV [18]. In CO, the vibrational excitations account
only for about one-third of the internal recoil energy, the
rest inducing rotational excitations. Although of the same
origin, manifestations of the vibrational and rotational
recoil in the core-level molecular photoemission spectra
are substantially different. An increase of the vibrational
energy can be observed as excitations of discrete vibra-
tional levels, causing changes in the peak intensity ratios
(v ratios) within the vibrational envelope. The separation
of rotational levels, on the other hand, is so small that
rotational excitations can be observed only as a shift of the
centroids of each individual peak towards a lower kinetic
energy, equal to the average amount of recoil energy
deposited into rotations. These recoil shifts have hitherto
not been determined in core-level photoemission.
In order to accurately measure the rotational recoil

energy shifts in CO, the ν ¼ 0 peak position of the CF4
C 1s electrons is used as an energy reference, since the CF4
spectrum is unaffected by the rotational recoil. Figure 2
shows the C 1s photoelectron spectra measured from a gas
mixture of the CF4 calibrant and CO. The energy separation
of the ν ¼ 0 peaks from both species is the value to be
determined for obtaining the rotational recoil energy shift.
The vibrational progressions of both species are

represented by appropriate curve-fitting models—see
Supplemental Material [21] for details. The energy sepa-
rations of the two ν ¼ 0 peaks were obtained from the fits
of the experimental spectra. These separations are indicated
by the double-ended red arrows in Fig. 2 for the photon

FIG. 2. Carbon 1s photoelectron spectra from a mixture of CO
and CF4 gases, measured at (a) 2.3 and (b) 6.9 keV photon
energy. The fitted positions and relative intensities of the vibra-
tional peaks are marked by vertical lines, and the fitted total
curves are shown by solid blue lines. Arrows indicate the distance
between the ν ¼ 0 peaks of CF4 and CO. Dashed lines connect
the positions of the ν ¼ 0 peaks in both spectra. The x-axis
energy ranges are chosen to align the ν ¼ 0 peaks of CF4.

FIG. 1. Carbon 1s photoelectron spectra of CF4, measured at
different photon energies: (a) 330 eV, (b) 2.3 keV, (c) 3.0 keV,
(d) 6.9 keV, and (e) 8.5 keV. Dots, experimental data points;
continuous red line, least-squares curve-fitting result; vertical
sticks, positions and relative intensities of the vibrational peaks.
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resolution combined with Doppler broadening in the high-
energy spectra [Figs. 1(b)–1(e)] is larger than the vibrational
frequency of the asymmetric stretching mode (about
170 meV) [2], and thus the individual vibrational peaks
cannot be directly resolved. Therefore, a least-squares curve-
fitting analysis of the vibrational envelope was carried out, as
described in detail in Supplemental Material [21].
The analysis shows that a satisfactory representation of

vibrational recoil excitations in CF4 can been made using a
simple-to-apply Poisson distribution approach. Figure 1
shows the fitted envelopes obtained from a single Poisson
progression model. The figure also shows the peak positions
and intensities for the single normal mode—the asymmetric
stretch—used for fitting. The vibrational frequency obtained
from the fit was 167(4) meV, in good agreement with the
previously reported experimental value of 169(1) eV [2].
The spectra in Fig. 1 represent the first observed case

where the entire vibrational profile of a free molecule is
due to strong photoelectron recoil effects, causing major
changes in the spectral shape and a large shift in its center-
of-mass position, rather than relatively subtle modifications
observed in earlier studies at lower energies [1,2]. Also, the
Poisson fitting procedure allows one to accurately deter-
mine the energy of the ν ¼ 0 vibrational peak and use CF4
as a calibrant for other samples.

Recoil-induced vibrational excitations in the CO mol-
ecule have been recently analyzed in the energy range up
to 7 keV [18]. In CO, the vibrational excitations account
only for about one-third of the internal recoil energy, the
rest inducing rotational excitations. Although of the same
origin, manifestations of the vibrational and rotational
recoil in the core-level molecular photoemission spectra
are substantially different. An increase of the vibrational
energy can be observed as excitations of discrete vibra-
tional levels, causing changes in the peak intensity ratios
(v ratios) within the vibrational envelope. The separation
of rotational levels, on the other hand, is so small that
rotational excitations can be observed only as a shift of the
centroids of each individual peak towards a lower kinetic
energy, equal to the average amount of recoil energy
deposited into rotations. These recoil shifts have hitherto
not been determined in core-level photoemission.
In order to accurately measure the rotational recoil

energy shifts in CO, the ν ¼ 0 peak position of the CF4
C 1s electrons is used as an energy reference, since the CF4
spectrum is unaffected by the rotational recoil. Figure 2
shows the C 1s photoelectron spectra measured from a gas
mixture of the CF4 calibrant and CO. The energy separation
of the ν ¼ 0 peaks from both species is the value to be
determined for obtaining the rotational recoil energy shift.
The vibrational progressions of both species are

represented by appropriate curve-fitting models—see
Supplemental Material [21] for details. The energy sepa-
rations of the two ν ¼ 0 peaks were obtained from the fits
of the experimental spectra. These separations are indicated
by the double-ended red arrows in Fig. 2 for the photon

FIG. 2. Carbon 1s photoelectron spectra from a mixture of CO
and CF4 gases, measured at (a) 2.3 and (b) 6.9 keV photon
energy. The fitted positions and relative intensities of the vibra-
tional peaks are marked by vertical lines, and the fitted total
curves are shown by solid blue lines. Arrows indicate the distance
between the ν ¼ 0 peaks of CF4 and CO. Dashed lines connect
the positions of the ν ¼ 0 peaks in both spectra. The x-axis
energy ranges are chosen to align the ν ¼ 0 peaks of CF4.

FIG. 1. Carbon 1s photoelectron spectra of CF4, measured at
different photon energies: (a) 330 eV, (b) 2.3 keV, (c) 3.0 keV,
(d) 6.9 keV, and (e) 8.5 keV. Dots, experimental data points;
continuous red line, least-squares curve-fitting result; vertical
sticks, positions and relative intensities of the vibrational peaks.
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Vibrational and rotational recoil of the CO molecule

Carbon 1s photoelectron spectrum of CF4 and CO molecules

E. Kukk et al., Phys. Rev. Lett. 121 073002 (2018)

resolution combined with Doppler broadening in the high-
energy spectra [Figs. 1(b)–1(e)] is larger than the vibrational
frequency of the asymmetric stretching mode (about
170 meV) [2], and thus the individual vibrational peaks
cannot be directly resolved. Therefore, a least-squares curve-
fitting analysis of the vibrational envelope was carried out, as
described in detail in Supplemental Material [21].
The analysis shows that a satisfactory representation of

vibrational recoil excitations in CF4 can been made using a
simple-to-apply Poisson distribution approach. Figure 1
shows the fitted envelopes obtained from a single Poisson
progression model. The figure also shows the peak positions
and intensities for the single normal mode—the asymmetric
stretch—used for fitting. The vibrational frequency obtained
from the fit was 167(4) meV, in good agreement with the
previously reported experimental value of 169(1) eV [2].
The spectra in Fig. 1 represent the first observed case

where the entire vibrational profile of a free molecule is
due to strong photoelectron recoil effects, causing major
changes in the spectral shape and a large shift in its center-
of-mass position, rather than relatively subtle modifications
observed in earlier studies at lower energies [1,2]. Also, the
Poisson fitting procedure allows one to accurately deter-
mine the energy of the ν ¼ 0 vibrational peak and use CF4
as a calibrant for other samples.

Recoil-induced vibrational excitations in the CO mol-
ecule have been recently analyzed in the energy range up
to 7 keV [18]. In CO, the vibrational excitations account
only for about one-third of the internal recoil energy, the
rest inducing rotational excitations. Although of the same
origin, manifestations of the vibrational and rotational
recoil in the core-level molecular photoemission spectra
are substantially different. An increase of the vibrational
energy can be observed as excitations of discrete vibra-
tional levels, causing changes in the peak intensity ratios
(v ratios) within the vibrational envelope. The separation
of rotational levels, on the other hand, is so small that
rotational excitations can be observed only as a shift of the
centroids of each individual peak towards a lower kinetic
energy, equal to the average amount of recoil energy
deposited into rotations. These recoil shifts have hitherto
not been determined in core-level photoemission.
In order to accurately measure the rotational recoil

energy shifts in CO, the ν ¼ 0 peak position of the CF4
C 1s electrons is used as an energy reference, since the CF4
spectrum is unaffected by the rotational recoil. Figure 2
shows the C 1s photoelectron spectra measured from a gas
mixture of the CF4 calibrant and CO. The energy separation
of the ν ¼ 0 peaks from both species is the value to be
determined for obtaining the rotational recoil energy shift.
The vibrational progressions of both species are

represented by appropriate curve-fitting models—see
Supplemental Material [21] for details. The energy sepa-
rations of the two ν ¼ 0 peaks were obtained from the fits
of the experimental spectra. These separations are indicated
by the double-ended red arrows in Fig. 2 for the photon

FIG. 2. Carbon 1s photoelectron spectra from a mixture of CO
and CF4 gases, measured at (a) 2.3 and (b) 6.9 keV photon
energy. The fitted positions and relative intensities of the vibra-
tional peaks are marked by vertical lines, and the fitted total
curves are shown by solid blue lines. Arrows indicate the distance
between the ν ¼ 0 peaks of CF4 and CO. Dashed lines connect
the positions of the ν ¼ 0 peaks in both spectra. The x-axis
energy ranges are chosen to align the ν ¼ 0 peaks of CF4.

FIG. 1. Carbon 1s photoelectron spectra of CF4, measured at
different photon energies: (a) 330 eV, (b) 2.3 keV, (c) 3.0 keV,
(d) 6.9 keV, and (e) 8.5 keV. Dots, experimental data points;
continuous red line, least-squares curve-fitting result; vertical
sticks, positions and relative intensities of the vibrational peaks.
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Recoil induced ultrafast molecular rotation of the CO molecule
probed by dynamical rotational Doppler effect

D. Céolin et al.; Proceedings of the National Academy of Sciences 116 4877 (2019)

Fig. 1. Classical picture of the dynamical rotational Doppler effect. In Bot-
tom, a photoelectron with momentum k is at t = 0 ejected from the carbon
atom (long black arrow) in the direction away from the detector. Induced
by the recoil momentum, the molecule translates with a velocity u = k/M
and rotates with an angular velocity wk toward the detector. Therefore,
an Auger electron with momentum p emitted at t = ⌧ toward the detector
is blue shifted as indicated in the schematic spectrum displayed in Top. In
Middle, the photoelectron is emitted in the opposite direction so that veloc-
ity u and angular velocity wk are inverted, resulting in a red-shifted Auger
electron in the detector. The shaded gray areas around the carbon atoms
represent an Auger emission with anisotropic angular distribution in the
molecular frame. In Bottom, the preferred direction of the Auger emission
is rotated from the top toward the detector so that the blue-shifted Auger
peak gains intensity as indicated by the long thin black arrow in the gray
area. The opposite rotation in Middle lowers the intensity for the red-shifted
Auger peak (short thin black arrow).

radiation, such as SOLEIL (France) (10) and SPring-8 (Japan)
(11), deliver high-brilliance synchrotron radiation up to 10 keV.
X-ray photons with energy of 50–100 keV are available at the
ESRF (European Synchrotron Radiation Facility) (12, 13) and
PETRA III (Positron Electron Tandem Ring Anlage III) (14)
synchrotrons. One should also mention the X-ray free electron
laser (XFEL) facility SACLA (SPring-8 Ångstrom Compact free
electron LAser) (Japan) (15), with photons up to 20 keV and
intensity 1020W /cm2, as well as the European XFEL (Ham-
burg, Germany), with photons up to 25 keV (16); these facilities
make it possible to overcome low-ionization cross section in the
high-energy region.

The experimental procedure (Figs. 1 and 3) consists of the first
step of C1s photoionization of the showcase molecule CO with
X-rays of energies high above the ionization energy of 296.24(3)
eV (17), namely !=2.5, 8, and 12 keV. The large momentum
of the photoelectron of k ⇡ 30 a.u. at a photon energy of ⇡
12 keV gives a recoil “kick” that creates a nonequilibrium dis-
tribution over translational and rotational degrees of freedom
(6, 8, 9) [W (u) and W (w) in Fig. 3C, respectively] and makes
it possible to reach rotational quantum numbers of J ⇡ 40 for
the core-ionized molecule. In comparison, to force molecules
to rotate with the corresponding speed (⌫k =wk/2⇡⇡ 4 THz)
in thermal equilibrium, a gas temperature above 4,000 K has to
be assumed. These results suggest that highly excited rotational
states with J in the order of 100 can be created in the future
by using X-ray photons in the energy range of several tens of
thousands of electronvolts.

The recoil-induced molecular rotation can be detected in prin-
ciple by a probe light pulse. In that case, it would be difficult to
synchronize the probe photon with the molecule as well as with
the ejected photoelectron. This is in principle possible by using

a coincidence technique but not with fast-rotating molecules.
However, this problem can be overcome by what we would like to
define as a natural X-ray “pump-probe” single-molecule device
based on the Auger process (Figs. 1 and 3). The Auger electron
emitted from the same molecule during the core-hole lifetime ⌧
after fast photoelectron ejection can be used as a probe of the
recoil-induced ultrafast rotation, since the rotational Doppler
shift is time-dependent on the same “internal” timescale, as we
will show below.

Contrary to a conventional pump-probe experiment where
the real time delay between the pump and the probe pulse is
changed, the “time delay” is constant in this experiment. Instead,
we change the speed of the process, namely the rotational veloc-
ity, by varying the kinetic energy of the photoelectron. In simple
words, by increasing the photoelectron energy, we control the
recoil-induced rotation of the molecular axis; effectively, we
make our core-hole clock “tick” slower by speeding up the recoil-
induced rotation. In this context, we should clarify this usage of
the term time delay. The actual time delay between the instant of
photoelectron ejection and the Auger electron emission is given
by a statistical distribution fully governed by the natural lifetime
⌧ =1/2�⇠=7.5 fs.

In this Auger experiment, the recoil-induced ultrafast rota-
tion (Fig. 1) is probed using a time-dependent rotational Dopp-
ler shift

Drot(t)=wk · jp(t), jp(t)=↵[R(t)⇥ p] [1]

of the energy EA of Auger electron. Here, t is the time delay
between the photoionization process and the emission of the
Auger electron. As we shall demonstrate, this time delay t , which
is in the order of ⌧ , leads to crucial differences of the rotational
Doppler shift in photoionization (6, 18–20) and in Auger decay.
Apparently, after ejection of the fast photoelectron at the instant
t =0, the molecule rotates with the constant angular velocity
wk =↵[k⇥R(0)]/I ; note that we assume the angular velocity
w=0 before photoionization (i.e., we neglect thermal rotation).
Here, k and p are the momentums of the photoelectron and
Auger electron, respectively, while R(0) and R(t) describe the
internuclear radius vector at the time of the photoemission and
the Auger decay, respectively. The quantity jp(t) is the recoil
angular momentum that the molecule acquires at the instant t
by ejection of the Auger electron, I is the momentum of inertia,
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Fig. 2. Theoretical and experimental C1s�1 ! d1⌃+ Auger spectra of CO
given for the X-ray photon energies != 2.5 keV (blue dashed line), 8 keV
(red dashed–dotted line), and 12 keV (black solid line). (A) The symmetrical
part �0 of the calculated partial cross section (Eq. 8), where the dynamical
contribution to the rotational Doppler shift is neglected. (B) The total the-
oretical cross section � of the Auger process displaying the asymmetry of
the Auger profile caused by the dynamical rotational Doppler effect. The
simulations are convoluted with a Gaussian instrumental function of 0.1-eV
width. (C) Experimental data in agreement with the simulations (Fig. 2B)
showing that the dynamical asymmetry is growing with increasing photon
energy.
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Fig. 1. Classical picture of the dynamical rotational Doppler effect. In Bot-
tom, a photoelectron with momentum k is at t = 0 ejected from the carbon
atom (long black arrow) in the direction away from the detector. Induced
by the recoil momentum, the molecule translates with a velocity u = k/M
and rotates with an angular velocity wk toward the detector. Therefore,
an Auger electron with momentum p emitted at t = ⌧ toward the detector
is blue shifted as indicated in the schematic spectrum displayed in Top. In
Middle, the photoelectron is emitted in the opposite direction so that veloc-
ity u and angular velocity wk are inverted, resulting in a red-shifted Auger
electron in the detector. The shaded gray areas around the carbon atoms
represent an Auger emission with anisotropic angular distribution in the
molecular frame. In Bottom, the preferred direction of the Auger emission
is rotated from the top toward the detector so that the blue-shifted Auger
peak gains intensity as indicated by the long thin black arrow in the gray
area. The opposite rotation in Middle lowers the intensity for the red-shifted
Auger peak (short thin black arrow).

radiation, such as SOLEIL (France) (10) and SPring-8 (Japan)
(11), deliver high-brilliance synchrotron radiation up to 10 keV.
X-ray photons with energy of 50–100 keV are available at the
ESRF (European Synchrotron Radiation Facility) (12, 13) and
PETRA III (Positron Electron Tandem Ring Anlage III) (14)
synchrotrons. One should also mention the X-ray free electron
laser (XFEL) facility SACLA (SPring-8 Ångstrom Compact free
electron LAser) (Japan) (15), with photons up to 20 keV and
intensity 1020W /cm2, as well as the European XFEL (Ham-
burg, Germany), with photons up to 25 keV (16); these facilities
make it possible to overcome low-ionization cross section in the
high-energy region.

The experimental procedure (Figs. 1 and 3) consists of the first
step of C1s photoionization of the showcase molecule CO with
X-rays of energies high above the ionization energy of 296.24(3)
eV (17), namely !=2.5, 8, and 12 keV. The large momentum
of the photoelectron of k ⇡ 30 a.u. at a photon energy of ⇡
12 keV gives a recoil “kick” that creates a nonequilibrium dis-
tribution over translational and rotational degrees of freedom
(6, 8, 9) [W (u) and W (w) in Fig. 3C, respectively] and makes
it possible to reach rotational quantum numbers of J ⇡ 40 for
the core-ionized molecule. In comparison, to force molecules
to rotate with the corresponding speed (⌫k =wk/2⇡⇡ 4 THz)
in thermal equilibrium, a gas temperature above 4,000 K has to
be assumed. These results suggest that highly excited rotational
states with J in the order of 100 can be created in the future
by using X-ray photons in the energy range of several tens of
thousands of electronvolts.

The recoil-induced molecular rotation can be detected in prin-
ciple by a probe light pulse. In that case, it would be difficult to
synchronize the probe photon with the molecule as well as with
the ejected photoelectron. This is in principle possible by using

a coincidence technique but not with fast-rotating molecules.
However, this problem can be overcome by what we would like to
define as a natural X-ray “pump-probe” single-molecule device
based on the Auger process (Figs. 1 and 3). The Auger electron
emitted from the same molecule during the core-hole lifetime ⌧
after fast photoelectron ejection can be used as a probe of the
recoil-induced ultrafast rotation, since the rotational Doppler
shift is time-dependent on the same “internal” timescale, as we
will show below.

Contrary to a conventional pump-probe experiment where
the real time delay between the pump and the probe pulse is
changed, the “time delay” is constant in this experiment. Instead,
we change the speed of the process, namely the rotational veloc-
ity, by varying the kinetic energy of the photoelectron. In simple
words, by increasing the photoelectron energy, we control the
recoil-induced rotation of the molecular axis; effectively, we
make our core-hole clock “tick” slower by speeding up the recoil-
induced rotation. In this context, we should clarify this usage of
the term time delay. The actual time delay between the instant of
photoelectron ejection and the Auger electron emission is given
by a statistical distribution fully governed by the natural lifetime
⌧ =1/2�⇠=7.5 fs.

In this Auger experiment, the recoil-induced ultrafast rota-
tion (Fig. 1) is probed using a time-dependent rotational Dopp-
ler shift

Drot(t)=wk · jp(t), jp(t)=↵[R(t)⇥ p] [1]

of the energy EA of Auger electron. Here, t is the time delay
between the photoionization process and the emission of the
Auger electron. As we shall demonstrate, this time delay t , which
is in the order of ⌧ , leads to crucial differences of the rotational
Doppler shift in photoionization (6, 18–20) and in Auger decay.
Apparently, after ejection of the fast photoelectron at the instant
t =0, the molecule rotates with the constant angular velocity
wk =↵[k⇥R(0)]/I ; note that we assume the angular velocity
w=0 before photoionization (i.e., we neglect thermal rotation).
Here, k and p are the momentums of the photoelectron and
Auger electron, respectively, while R(0) and R(t) describe the
internuclear radius vector at the time of the photoemission and
the Auger decay, respectively. The quantity jp(t) is the recoil
angular momentum that the molecule acquires at the instant t
by ejection of the Auger electron, I is the momentum of inertia,
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